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ABSTRACT

A computer program models the electrical and thermal activity and the crystallization dynamics of small geometry, high crystallization speed, pseudobinary alloy chalcogenide switches.  The results are compared with data taken on existing devices to verify the model.  The model is then used to optimize the properties of switching devices and explore the limits of their capabilities which are compared with competing switching and memory technologies.
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GLOSSARY

BiCMOS
Bipolar CMOS logic in which bipolar junction transistors are used 
in combination with FETs to improve circuit speed

BJT

Bipolar Junction Transistor 

Chalcogen
An archaic term for elements of group 6 on the periodic table, which all possess similar properties.  In the same terminology, group 1 is referred to as Alkali, group 2 as Earth-Alkali, group 4 
as Tathogen, group 5 as Pnictogen, group 7 as Halogen and group 8 as Noble.  It is interesting to note that there is no archaic expression for group 3 elements because none of these elements were isolated before the year 1808.

CMOS 
Complementary Metal Oxide Semiconductor logic in which n and 
p channel FETs are used to perform logic functions

Discretization
  Mathematical simplification that describes a continuous domain by a finite number of discrete steps

DRAM
Dynamic Random Access Memory:  a computer memory that must be refreshed approximately once each millisecond

EEPROM
Electrically Erasable Programmable Read Only Memory

Epitaxial
A process in IC production in which a semiconducting layer is grown on top of the substrate

Falltime

The time it takes for an electrical pulse to end 

FET

Field Effect Transistor

FLASH
A type of EEPROM in which all bits must be erased together - considered fast when compared to hard disk drive memory storage

FTTL

Fast Transistor-Transistor Logic:  a Schottky bipolar transistor logic family 

IC

Integrated Circuit, most commonly a “chip” of silicon with transistors interconnected on one surface

III-V
Refers to semiconducting materials made from elements of groups 3 and 5 from the periodic table, such as gallium arsenide

L-infinity norm
 In linear algebra, the worst case criterion for error over the entire domain 

Lowpass
An electrical signal attenuator that preferentially attenuates high-frequency signals

Memory
In computers, data is stored by encoding it into a binary format and storing it in arrays of binary switches, called computer memory.  It is possible to store data in devices with more than two states, but this has not yet been practically realized.

MOSFET  
Metal-Oxide-Semiconductor Field Effect Transistor

NAND

Not-AND logic gate having a false output only when all inputs are true

RF
Radio Frequency:  typically used to refer to higher speed electronics operating faster than computer circuitry (>100 Mhz)

RLC

Resistive-Inductive-Capacitive complex impedance possessed by
any electrical signal path

Sidewalls
After etching a thin film layer of material the side of the film is exposed

SRAM

Static Random Access Memory:  a computer memory with very high speed, but lower density than DRAM

Thermophonic
An experimental method to investigate thermal transients in a material by observing the acoustic signal generated by a transducer near the device

VLSI
Very Large Scale Integrated circuit:  a 1970s term for an IC possessing over 104  transistors.  Although modern ICs are approaching 109 transistors, the same term is used to refer to state-of-the-art ICs.
1) Introduction

Scope of the Problem

The primary concerns of logic and memory circuitry in computer applications are their speed, density and power consumption.  Silicon field effect transistors are now the predominant technology used, but that is likely to change in the next two decades as this technology approaches its ultimate size limits.  The ever-increasing demands for denser and faster computer logic [Shaw 1991] are motivating research in a number of technologies which may be able to supplant silicon in future computer generations. Josephson junction switches, III-V semiconductor devices and optical switching materials are among these alternative technologies.  

Chalcogenide switching devices [Ovshinsky 1968] are one technology which has never been practically applied to computers on a wide scale and are considered by many in the industry to be obsolete.  However, because of recent developments in phase change optical disks, these materials can be made to switch much faster than was previously thought [Akahira 1988] [Solis 1996].  They may potentially supplant silicon transistors in some areas of computer technology.  

The limits of switching speeds for chalcogenide alloys have not been thoroughly investigated due to the difficulty of preparing samples and a general lack of interest.  Conversely, the fundamental limits of silicon, III-V semiconductors, and Josephson junctions have been extensively explored in the past decade and are much better understood at this time.  Chalcogenide threshold switches reached subnanosecond switching speeds in the early 1970’s [Shaw, Holmberg 1973], but their fundamental limits have not been explored since then.  These novel devices operate on a different principle from other computer switching technologies, so it is worth comparing their limits to those of other technologies being considered.  

There are two types of chalcogenide switches: threshold and memory [Ovshinsky 1968].  Threshold switches are highly resistive in the off state, but undergo an electrothermal switching to a low impedance state when a critical field is exceeded.  When the current is sufficiently reduced, the material recovers its initial high impedance state.  The only known limitations on the speed of the initial switching are the nature and values of the reactive components surrounding it, which are typically the switch capacitance and the load resistance of the driving signal.  The recovery time of the switch depends on the magnitude of current flowing through it [Petersen 1976].  Devices with a thickness of as little as 100 Å  have demonstrated switching.  By altering the switch geometry and the electrical and thermal environment, such switches may be capable of picosecond switching speeds.  This feature, combined with the small size of these devices, may provide an attractive alternative to conventional logic or memory circuits.

Memory switching behavior is similar to threshold switching, except the material in the memory switch undergoes a reversible phase transition between a low conductivity amorphous and a high conductivity polycrystalline state.  The chalcogenide alloy composition determines what thermal characteristics are necessary to crystallize or amorphize the material.  A nonvolatile switch can operate at any desired speed if the appropriate alloy is selected.  The switch can be heated by an electrical pulse and the cooling rate of the material can be controlled by selecting the pulse amplitude and fall time.  If the material cools from the melting temperature to the glass transition temperature in less time than it takes to crystallize, it will vitrify in the highly resistive amorphous state.  If the cooling time increases due to a longer pulse fall time, or if the melting temperature is not exceeded due to a lower amplitude pulse, a high conductivity crystalline state will result.  In this research, switching between these phases has been accomplished in chalcogenide alloys with the use of pulse widths of less than 10 nanoseconds.

Nonvolatile solid state memory is currently implemented by using Fowler-Nordheim tunneling into a buried gate of a silicon MOSFET.  This technology is compatible with existing silicon CMOS processes and only requires the addition of a carefully controlled 50 Å thick layer of silicon dioxide for the buried gate insulator.  This technology has two major drawbacks: electron tunneling damage through the buried gate insulator limits the lifetime of the memory to around 100,000 writes, and the writing speed is over 10 microseconds.  These drawbacks limit the use of these memories to mass storage applications.  

Nonvolatile, solid state memory produced with chalcogenide memory materials may be a better alternative to Fowler-Nordheim based EEPROM memories.  Reliable operation to beyond 1013 cycles has been demonstrated using 50 nanosecond pulses of less than 3 milliamp current.   However, a lack of understanding of the switching process and of the critical parameters which dictate its operation has hindered progress in developing these materials.

Switching in Chalcogenide Alloys

The stability of electronic devices is dependent on a large number of parameters, such as electric potential, temperature, electron and hole density, and carrier velocity.  Device instabilities can include nonlinearities, breakdown, switching and oscillations [Thoma 1976].  The actual mechanism of a device instability is usually a complex function of a number of parameters, and the instability can occur in the bulk of the material or at an interface in the device [Shaw 1992 chapter 1].  Because temperature rises are normally associated with an electrical breakdown or switching event, switching is normally described as an electrothermal process.  Electrical switching of low conductivity materials to high conductivity results in “S type negative differential conductivity.”  This can lead to current filamentation [Barnett 1969], but it is possible for stable regimes to exist without current filamentation, depending on the specifics of the switching device [Bass 1970].                      

Device Operation

The normally insulating chalcogenide alloy has a conductivity which is dependent on the electrical field.  Field-induced breakdown of the insulator occurs when a critical electric field is reached [Shaw 1981].  Thermal generation of carriers lowers the switched material’s resistivity.  When a higher current is used, the resulting temperature increase causes a nearly constant voltage drop across the material.  If the current is reduced sufficiently, the reactive components of the local environment will cause the material to switch off.  

Temperature transients in the material can crystallize the chalcogenide alloy.  Semiconductor laser diodes have been used to characterize the crystallization properties of thin chalcogenide films on a plastic substrate under thermal transient conditions [Strand 1992] [Coombs 1995].  

The chalcogenide alloy’s resistance after a switching event can be orders of magnitude higher or lower than before the event.  It is also possible for a chalcogenide alloy’s rate of crystallization to vary from as long as centuries to as brief as attoseconds [Hernandez 1992].  This dramatic range is achieved by varying the chemical composition of the alloy [Ovshinsky 1992].

Unexplained Device Phenomena

A great deal of ambiguity surrounds the field of chalcogenide switching devices because of a number of significant factors which are hard to control:  first, contacts to the glassy materials are hard to form; second, the role of the external circuit is difficult to separate from the inherent device behavior; and third, assumptions made about the current density in the filament, the temperature rise, etc., are often orders of magnitude different from the actual values.

When optical disk technology is compared to electrical memories made of the same materials, a number of differences emerge.  The thermal environment of an electrical memory switch differs substantially from the plastic substrates used in optical disks.  The close proximity of the metal interconnections, electrical insulating layers, and switching material influences switching behavior. The device performance is not well understood in this environment.  It is unclear what volume fraction of the material crystallizes in a given switching event, and which thermal or electrical properties of the device and its surroundings affect the switching characteristics.  Experiments designed to answer these questions have yielded ambiguous results due to inconsistent device manufacture, different operating parameters, or measurement error.  

Current lithography can produce devices with diameters of 1000 Å.  Much smaller geometries than this may be applied in future practical memory devices.  As device geometries continue to shrink, they will require less energy to switch them, and faster cooling will make higher speeds possible.

Applications: Chalcogenide Alloy Switches Compared to Other Technologies

High Speed Computer Logic 

One potential application for chalcogenide threshold switching devices is to replace transistor logic in computers.  Chalcogenide switching devices can be made extremely small, which is a desirable attribute for computer logic.  Transistor devices are approaching their fundamental size limits and it is unlikely that a transistor could be made smaller than 1000 Å X 1000 Å.  Many logic gates based on chalcogenide switching devices could possibly fit in this area.  But such logic requires other attributes:  size alone is not sufficient.  Noise margins, processing costs, reliability, power consumption and speed are primary concerns which must be acceptable before a logic family is viable.   

Two alternatives to transistor logic that are currently receiving much attention are Josephson junction logic and quantum confined tunneling devices.  

Josephson Junctions

Josephson junctions have been seriously considered as a replacement for transistor logic because of their potential high speeds and low power dissipation.  The use of niobium superconductors insulated with alumina has eliminated fabrication difficulties associated with the thin lead oxide insulating junctions.  The hysterisis of a Josephson junction is critically dependent on the junction’s capacitance, which fundamentally limits the size reduction possible in a logic device.  Practical Josephson junction circuits which use triple junction interferometers have a minimum size of about 8 square microns.  This is large by current lithographic standards, and as circuits continue to shrink, Josephson junction logic circuitry will become less desirable [McCumber 1968].

Quantum Confined Electron Tunneling

Resonant tunneling quantum confined electron devices could eventually replace transistor logic.  Such devices promise logic with very near the theoretical energy limit for every logic operation.  Unfortunately the tunneling noise probability of these devices is related to the capacitance of the quantum well.  As device geometries get smaller, the error rate increases dramatically, so systems with current lithographic densities would have unacceptable error rates [Bandara 1990].  This necessitates the use of multiple electron transfer to keep error rates within an acceptable range.  The noise margins for such logic are a severe constraint and it is unclear that an acceptable logic family can be derived from this approach [Landauer 1989].  A number of papers have proposed two-terminal logic based on these devices [Capasso 1989] [Takatsu 1994].  A major drawback of all of these approaches is that the on to off ratio of the switching devices is less than two orders of magnitude, which reduces the error margin greatly.

Chalcogenide Threshold Switching Logic

There has been a continuous trend toward increasingly dense circuitry, as shown in figure I-1.  It is reasonable to expect that this trend will continue for the next two decades, yielding device geometries of around 500 Å [Weiss 1995].  


[image: image1.wmf]
I-1: Trend in Microlithography

Smaller geometries will enhance the capabilities of computers by allowing a greater amount of logic to be contained on a single chip and reducing the delay of transmission lines between logic gates.  A device of this extremely small size must exhibit the desired properties of high speed operation, low power consumption, high reliability, and cost effectiveness.  Both Josephson junctions and quantum electron devices have certain advantageous features, but neither can be made at an extremely small size.  

Threshold switching chalcogenide devices can be made on a 100Å scale.  The simplicity of logic gates based on this technology should allow the development of a cost-effective logic family.  The operating characteristics can be controlled accurately enough to achieve a wide noise margin.  The computer model developed here predicts the power requirements and speed of these small geometry chalcogenide switches.

The Need for Nonvolatile, High Density Memory

As computer system speed and complexity continue to advance, demands on the memory portion of the system increase.  As a result, memories have become the driving force in the pursuit of more advanced technology in the computer industry [Komiya 1993].  Modern computers require high speed, high density, low cost, and nonvolatile computer memory.  In today’s market, these functions are achieved through a combination of fast dynamic memory and nonvolatile hard disk drives.  

The densities of hard disk drives typically range from 100 to 4000 megabytes,  have an access time of 10 milliseconds, and can cost the end user less than $200 per gigabyte.  Unfortunately, hard drive motors require a large amount of power to spin the disk and move the head, and the drives are shock sensitive because of the mechanical motion of these parts. Their speed and density could still be improved.  

Dynamic memory is the densest solid state memory available.  Its access time is on the order of 50 nanoseconds, five orders of magnitude greater than hard disks, but it is a volatile storage technology, since its memory is stored as an electric charge.

The laptop computer market has created a demand for a “solid state disk” that is more portable than a moving media storage device.  Portable computers must be able to withstand large mechanical shocks, operate on extremely low power levels because they are powered by batteries, and deliver high density storage capability.  High speed operation is also desirable.  Hard disks the size of a credit card have been produced to try to meet these demands,  but solid state disk drives are becoming more widely accepted.

As computer performance continues to increase, the disparity between processor performance and mass storage speed hinders high system performance.  There is still a need for a nonvolatile, inexpensive, higher performance memory.

FLASH EEPROM Memory

The memory technology used for solid state disks has been the FLASH EEPROM [Johnson 1980] which is based on Fowler-Nordheim tunneling [Fowler 1928] [O’Dwyer 1973 p. 77].  In this technology, a single FET transistor is used as a memory element.  An electron trapping layer is imbedded within the gate insulator of the FET, with no electrical connection to the chip, but with an extremely thin oxide layer isolating it from the conducting channel.  When a high current passes through the channel, electrons tunnel into or out of the isolated trap layer, which bias the transistor on or off.  A data retention time of 10 years is typical for this technology, and the density is high because each bit of memory uses only a single transistor.

The primary disadvantage of FLASH EEPROM is that it is very slow to program.  It requires approximately 100 microseconds to allow sufficient charge to tunnel through the oxide during programming.  Another disadvantage in the FLASH EEPROM configuration is that all bits are erased simultaneously because the source of each transistor is common.  A selective erase requires an additional control signal, and an additional transistor is required for each bit, which reduces the memory density.  Unfortunately,  the tunneling oxide also degrades with use:  after 10,000 write cycles it becomes difficult to distinguish the on and off states of the memory bit.  

Many manufacturers are now producing FLASH EEPROM memory for solid state disk applications.  The demand for FLASH EEPROM ICs exceeds the supply at a price of over $5 per megabyte.  A superior solid state nonvolatile storage device would be in even greater demand.  

Ferroelectric Memory

Ferroelectric memory devices are one promising technology for improving EEPROMS [Cuppens 1992] [Kinney 1994] [Koike 1996].  Ramtron, Inc., is currently the only supplier of these devices, but 21 other companies are known to be investigating this technology as a solid state disk substitute.  Ferroelectric memories can be made with a single transistor per cell.  Instead of a trapping layer in the gate insulator, they use a ferroelectric insulating material as the capacitor dielectric.  Ferroelectric materials are metastable, and a reversible shift in the crystal structure occurs under strong electric fields.  The resulting potential shift within the capacitor is large enough to be sensed.  Ferroelectric memories are much faster than FLASH EEPROMs and can be written in about 10 nanoseconds.  However, further development is necessary to improve the cycle life of this technology, because the hysterisis of the ferroelectric shift diminishes with use.  

Resistive Switching Memories

A number of other solid state non-volatile memory ideas have been reported.  Boron [Lyle 1918] [Feldman 1974], molybdenite [Waterman 1923], vanadium oxide [Cope 1968], niobium oxide [Basavaiah 1973], manganese oxide [NASA 1989], titanium oxide [Argall 1968], nickel oxide [Gibbons 1964], chalcogenide alloys [Ovshinsky 1968], conductive polymers [NASA 1989], amorphous silicon [Hajato 1991] [Moorjani 1970] [Pontius 1973], thin insulators [Simmons 1967] [Simmons 1977] and sodium ions in insulators [Williams 1990] have all been shown to exhibit dramatic conductivity variations when a high electric field is applied to them.  Unlike FLASH or ferroelectric memories, which are capacitive, these devices are resistive in nature.  Current sensing is a fundamentally faster process than charge sensing in an integrated circuit environment where line capacitance dominates line inductance.  Resistive switching devices could be used to make a higher speed memory.  It may also be possible to develop a two-terminal memory device from such a resistive element that would use diodes for bit isolation.  Two-terminal diode isolation provides a real estate advantage over the three-terminal transistors used in conventional memory technologies.

Chalcogenide Memories

Chalcogenide glasses composed of tellurium alloys exhibit high conductivity in the crystal state, but are very resistive in the amorphous state.  These glasses exhibit electrothermal switching when subjected to a sufficiently high electric field.  Electrical threshold switching of chalcogenide alloys can cause permanent phase transitions in the material through crystal growth or melting and quenching. Pseudobinary alloys of these materials exhibit very rapid phase transitions, presumably because they require very little atomic movement between the phases.  Pseudobinary alloys respond much faster than the chalcogenide alloys which have been considered for memories in the past.  The energy imparted by 800 femtosecond laser pulses has been shown to be sufficient to switch these materials between states [Solis 1996].  The resulting changes in resistance vary by several orders of magnitude.   Chalcogenide glasses, with their faster write time and longer cycle life, have the potential to replace FLASH EEPROM memory.  

It is difficult to optimize the performance of these materials because of the many variables in processing, microlithography and testing.   The computer model developed here simulates the effects of different device geometries and electrical pulses.  The model can evaluate device configurations without trial and error experiments, which are expensive, difficult to implement, time-consuming to perform, and often result in inexplicable errors.  

Modeling electrothermal threshold switching of chalcogenide glasses, which effectively describes their electrical behavior, was performed at Wayne State University in 1977 [Subhani 1977].  The dynamics of the phase transitions were finally understood in the work performed here in 1984 [Kotz 1984] [Kotz, Shaw 1984].  From the differing properties of pseudobinary chalcogenide alloys, faster crystallization speeds have been demonstrated [Rubin 1987] [Yonezawa 1987] [Yamada 1991].  This high speed crystallization has been used in electrically switched memory devices [Ovshinsky 1992] [Ovshinsky 1994] [Ovshinsky 1995].  This dissertation combines these developments into a computer model of the device which reflects our understanding of these high speed, small geometry switches.  The model’s results are compared with existing data collected from operating devices to verify its accuracy.  The model is then used to suggest improvements in operating devices and to explore the limits of the device capabilities.  

Device Modeling

Approach to Electronic Modeling

A complete description of the isothermal distribution and motion of carriers in a semiconducting device can be obtained by solving the continuity equations for electrons and holes, and Poisson’s equation for the electric field distribution [Scharfetter 1969].  This method has been extended to operate in two dimensions [Slotboom 1973].   Later analyses include temperature effects on mobility and diffusivity in both steady state [Guar 1976] and time dependent analyses [Chryssafis 1979] [ Alwyn 1977].  This is the basic computational technique chosen for modeling chalcogenide switching devices.

Modeling breakdown effects requires three dimensions, as opposed to normal conduction processes, which can often be simplified to one or two [Shaw 1979].  Temperature, thermal conductivity and the electric field must be considered at each point.  As changes in the phase of the material occur, certain parameters do not remain constant and must be adjusted accordingly.  Of most concern is the thermal conductivity of the material, which changes by more than an order of magnitude.

Glass Transition Modeling

Glass transitions have been extensively modeled in other areas of material science [e.g. Jackle 1986].  Such models have provided scientists with insight into the nucleation and growth process in amorphous materials [Yonezawa 1987].  Temperatures between a glass transition temperature and the melting temperature of the alloy permit nucleation and growth of crystals in the material.  Temperatures above the melting point, followed by rapid quenching, will amorphize the material.

The effect of the chemical composition of GeTeSb alloys on the crystallization properties has been extensively investigated [Bordas 1986] [Legendre 1984] [Akahira 1988] [Hernandez 1992] [Strand 1992] [Coombs 1995].  This provides a sufficient background for modeling these same alloys in the very different environment of an electrical memory switching device.

The Need for a Chalcogenide Switching Model

Designing a chalcogenide alloy switching device involves decisions about the alloy, the surrounding layers, the lithography used, the contact properties and the electrical signals applied.  Because there are a large number of variables to be investigated and limited resources available to pursue this technology, it is important to be able to accurately assess the potential results of an experiment.  Electrothermal modeling of the device operation is a useful tool for investigating this memory switch.  Many aspects of the device operation are still unclear.  The model eliminates much of the confusion surrounding this complex device.  Agreement between experimental observations and the model results helps to verify the experimental data and the mechanisms assumed in the model.  The model can then be used to predict performance characteristics of smaller geometry devices long before the capability to practically produce them exists.  If the predicted performance is good, it will provide motivation to produce these small devices.

Understanding a chalcogenide alloy memory switch requires a detailed understanding of the complex interaction between its electrical, thermal and material properties.  The device geometry influences the thermal environment of the switch and thus dictates the possible density and speed.  The dynamic electrical properties of the device affect the dynamic thermal properties, which in turn affect the material’s chemical bonding.  All of these factors must be accounted for in the description of the switching mechanism.  The computer model reflects these aspects of device operation and their interaction, thus allowing profitable comparisons between theory and experiment.

Objective

The objective of this dissertation is to:  describe recent developments in chalcogenide switching materials; apply this description to known properties of these alloys in order to develop a detailed three dimensional computer model of the operation of these devices; use the results of the model to compare theory to experiment; explore the potential speed, size and power limits of chalcogenide switching materials; and compare these limits with those of other switching technologies to ascertain the viability of using chalcogenide switching materials in future logic and memory applications.

2) Properties of Chalcogenides

The Electrical Nature of Chalcogenide Glasses

Tellurium alloy glasses are primarily covalently bonded and are chemically stable in both the crystalline and amorphous states.  Either state satisfies the valence requirements of the constituent atoms, which leads to their semiconducting behavior [Cohen 1969].  Unlike most materials, which bond in 3-dimensions, chalcogenide alloys chemically bond in chains due to the -2 valence of the atoms.  They also contain an abundance of “lone pair” electrons in the outer valence shell which can contribute to chemical bonding.  This both facilitates structural changes and provides an easy way to create electrical carriers.  The unshared pair of p-orbital electrons in the chalcogenide atoms allows them to readily change from a valence -2 to a valence 4 atom, resulting in states in the valence band [Kastner 1972].  It is not energetically unfavorable for a material to switch from one valence to another without changing the molecular configuration of its atoms [Kastner 1976] [Adler 1977].  The dramatic changes in conductivity that chalcogenide glasses exhibit are attributed to this phenomenon.  

This configurability results in a continuum of states.  Electric fields can generate carriers from these states which lead to a strong nonlinearity in the conductivity with respect to field.  The recombination rates of these states vary over many orders of magnitude.  

Chalcogenide Switching

Two different types of stable switching devices are obtainable from chalcogenide alloys:  threshold switching or memory switching [Ovshinsky 1968].   Threshold switching devices do not undergo structural changes during device operation, whereas memory materials can experience reversible structural changes.  In order to produce stable operation in either of these classifications, care in device preparation, choice of contact materials, and attention to the electrical circuitry are essential.


[image: image2.wmf]
a) threshold switching


b) memory switching

II-1: Electrical Behavior of Chalcogenide Switching Devices


Memory switching devices are similar to threshold switches, except that higher currents induce phase transitions in memory materials.

Threshold switching

Threshold switching occurs when a large electric field is applied to an insulating material, leading to electrothermal breakdown of the device [Adler 1973]. 

Figure II-2 shows the relationship of electric field to current.  At higher fields, this relationship is closely approximated by the following equation:





2.1

in which ( is the material’s conductivity, (0 and F0 are constants, and F is the electric field across the material.
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II-2: Current Dependence on Electric Field Measured before Switching

Field enhanced conductivity limits the field that can be reached before switching occurs.  The field needed to induce switching is reduced at elevated temperatures [Buckley 1975].  The current flow before switching has little effect on the switching event, as shown by experiments on switching under illumination [Smith 1973] [Smith 1974].

The conductivity of the material is also exponentially dependent on temperature [Andriesh 1965] as is illustrated in figure II-3.  

The conductivity’s temperature dependence can be described by the following equation:





2.2

where ( is the material’s conductivity, (0 is a constant, Ea is the activation energy of the dielectric [Frenkel 1938], kB is Boltzmann’s constant, and T is the temperature.
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II-3: Measured Temperature Effect on Material Conductivity

The switching phenomenon can be described by the following events.  Ohmic conduction at low electric fields allows current to flow uniformly through the entire volume of the device.  As the field strength increases, nonlinearities in the conductivity, perhaps due to Poole-Frenkel and avalanche conduction, lead to an exponential increase in the material’s conductivity.  Nonuniform heating of the device causes its center to become hotter than the edges.  The conductivity in the center increases exponentially with this temperature increase, causing current to concentrate in this region.  The increased current along this path enhances local heating, dramatically increasing current flow through a narrow filament.  The energy stored on the capacitance between the device electrodes enhances this effect.  When heat conducted away from this filamentary path is in equilibrium with steady-state heat being generated in that region, a stationary “on” state is established.  
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II-4: Switching Characteristic of a Typical Device

Varying interpretations of data collected on high speed switching of very thin devices have caused the controversy surrounding the exact mechanism of the switching phenomenon [Shanks 1970] [Pryor 1972] [Shaw 1973] [Csillag 1973] [Buckley 1974] [Buckley 1975] [Petersen 1976] [Adler 1980].  Some early models focused only on thermal effects [O’Dwyer 1973, pg. 9] [Berglund 1971] [Warren 1973] [Kroll 1974] [Owen 1973] [Owen 1979].  However, there have been many alternative electronic mechanisms proposed.  Avalanche breakdown [Mott 1969] requires a critical field beyond which avalanche conduction can be sustained.  This critical field is determined by equating the energy the carriers gain from the field to the energy they lose from phonon emission       [Mott 1971]:





2.3

where q is the unit charge, ( is the carrier mobility, F is the electric field across the material, ( is Plank’s constant and (ph is the phonon frequency.  Mott chooses (=3cm2/Vs and .030 eV for the phonon energy and obtains a field value which closely agrees with the switching fields of thin devices.

Double injection of space charge carriers [Barnett 1966] [Shaw, Holmberg 1973], Schottky barrier formation [Fritzsche 1970], and long dielectric relaxation times [van Roosbroeck 1972] [Popescu 1975] are some proposed electronic mechanisms that rely on neutralizing traps within the bulk of the material, which increase the diffusion length of carriers to the sample thickness.  A minimum current is necessary to maintain this condition:





2.4
where L is the diffusion length, ( is the carrier mobility, q is the unit charge, N is the number of carriers and (0 is the carrier lifetime [Lucas 1971].

The device does not turn off simply as a result of temperature.  When the current is reduced to below a critical current level, which is determined by the reactive components of the switch environment, the device switches to the off state as quickly as the circuit will allow [Rockstad, Shaw 1973].  The threshold voltage required for subsequent switching events slowly increases until it reaches its original value, as shown in figure II-5.  The current that recently passed through the device affects the time needed to recover the original threshold voltage.  This time is much longer than the thermal environment would dictate [Agarwal 1974].   Some mechanisms which have been proposed to explain this behavior are: carrier diffusion out of the channel [Petersen 1976]; bulk recombination [ Mott 1969]; and electrode barrier collapse due to recombination [Adler 1978].  The recovery time has been characterized with respect to device thickness, current density, and ambient temperature to develop an accurate quantitative description of it for the model.  
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II-5: Recovery Time of Threshold Voltage

Thermal Conductivity 

The complexity of the thermal conductivity of chalcogenides is due to the range of dissimilar states that the material can be in at any given time.  When the material is in the amorphous off state, the phonon mean free path is on the order of the interatomic spacing, so when the material is above the Debye temperature, the thermal conductivity is unaffected by the temperature.  When the material is switched to the on state, the free electron density increases to metallic proportions, and the electronic component of the thermal conductivity dominates.  The Wiedemann-Franz law can account for the electron contribution to conductivity by the following equation:





2.5

where K is the thermal conductivity, kB is Boltzmann’s constant, q is the unit charge, T is

the temperature and ( is the electrical conductivity.

Different crystal structures each have their own temperature-dependent thermal conductivities.  Table 2-1 shows the electrical and phonon contributions to the thermal conductivity of various materials in the TeGeSb system.


Material

   ke

   ks

ktotal

GeTe


.0266

.0223

.0489


Ge4SbTe5

.0109

.003

.0139


GeSb2Te4

.0190

.0089

.0279


GeSb4Te7

.0183

.0147

.033


Sb2Te3


.0165

.0103

.0268


a-Ge2Te5Sb2

.0000

.003

.003



Table 2-1: Thermal Conductivities of Various Materials

A factor of 3.5 difference in thermal conductivity is possible, depending on the phase of the crystalline composition.  The dramatic variations in thermal conductivity during switching emphasize the importance of tracking these changes during a switching operation if an accurate temperature profile is to be obtained.    

Memory Switching

Memory switching is threshold switching which leads to reversible, permanent phase transitions in the material [Ovshinsky 1973].  This transition is not an immediate switching between crystalline and amorphous states, but is a continuous process [Evans 1970] governed by the nucleation and growth of crystallites in the material [Kotz 1984] [Christian 1975, p. 450].
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II-6: Resistance of Device Varies with Applied Power


Figure II-6 above shows data collected from a memory device in series with a 2.7 K( load resistor, with 30 ns electrical pulses of varying amplitude applied.  The resistance of the device varies, depending on the pulse amplitude.  Low amplitude pulses have no effect; a range of pulses sets the material to varying resistance; at higher amplitudes, the material becomes amorphous.

Crystallization Dynamics




II-7: Structural Changes Induced by Electrical Pulses

N - No effect , C - Crystallization, A - Amorphization

Figure II-7 above was generated by applying square electrical pulses to a chalcogenide memory switch with varying amplitude and duration, and noting the     effect on the material.  The material was judged to be crystalline if its resistance was below 10K(, which is more than an order of magnitude below the resistance in the amorphous state.  A similar response is observed when power is applied to a chalcogenide memory alloy by optical pulses [Yamada 1991] [Solis 1990].  Low power levels for a short duration do not heat the material enough to alter it.  When the temperature exceeds the glass transition temperature of the material, nucleation and growth of the crystalline phase ensue.  When the melting point of the material is exceeded, all crystalline structure is lost and the phase of the resulting material is determined by the rate at which the material cools. 


In order to operate the material effectively as a memory device, the pulse characteristics shown above in figure II-8 are typically used. The set pulse heats the material to above the glass transition temperature, and maintains it in this state while nucleation and growth of the crystalline phase occur.  This phase transition increases the thermal conductivity of the chalcogenide dramatically, causing the temperature to drop until it falls below the glass transition temperature and further crystal growth ceases.  The reset pulse heats the material to above the melting temperature, removing all crystalline structure.  After the pulse terminates, the temperature drops from the melting point to the glass transition temperature too quickly to allow nucleation and growth of the crystalline phase.
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II-8: Temperature vs Time for Set and Reset Pulse



 

II-9: Varying Pulse Falltime Alters Device Resistance

Figure II-9 above shows that the falltime of the electrical pulse alters the resistance of the device.  This is because the rate at which the electrical pulse terminates influences the rate at which the device cools.  Longer falltimes in this figure correspond to the device remaining between the melting and glass transition temperature for a longer period of time, allowing a greater amount of crystallization.

The ambient temperature plays a role in the device operation as well.  The amplitude and duration of the required set and reset pulses do not vary significantly at lower temperatures; however, due to the device’s faster cooling rate, the reset state has a significantly higher resistance, as shown in figure II-10.

The Glass Transition

As an amorphous solid is heated, it reaches a point of softening, called the glass transition temperature, before it “melts”.  This is normally defined as the point where the viscosity reaches 1013 [Kittel 1986 p501] to 1015 [Turnbull 1969] poise.  Crystallization occurs between the glass transition and the melting temperatures [Elliot 1990 p30].  Recent investigations have shown that the melting and quenching of any material probably leads to the formation of a glass [Jackle 1986] [Yonezawa 1987].  The necessary cooling rate can vary between materials by more than 26 orders of magnitude.




II-10: Device Resistance Depends on Ambient Temperature

The crystallization rate is governed by the number of nucleation centers [Ovshinsky 1974], the rate of creation of nucleation centers [Ovshinsky, Klose 1972], and the crystal growth rate [Christian 1975 chapter 11].  In chalcogenides, crystallization results in a lower energy configuration than that of the amorphous material, so the process is exothermic.  The melting of a crystalline chalcogenide material is conversely endothermic.  In a typical chalcogenide material, the melting endotherm has an energy of 14.5 cal/g and the crystallization exotherm has an energy of 7 cal/g [Fritzsche 1970].

It has been established that the conventional memory switching process in chalcogenide materials is directly related to the nucleation and growth of crystallites between the melting and glass transition temperatures in conjunction with the rate of transition between these two temperatures [Kotz 1983] [Kotz 1984] [Kotz, Shaw 1984].

Nucleation

The first stage in the amorphous to crystalline phase transformation is the nucleation of crystallites within the material.  The nucleation rate per unit of volume is a function of time and the temperature of the material.

Impurity atoms have been introduced to increase the number of nucleation sites with some success [Young 1986] [Raychaudhuri 1989].  Careful characterization has recently shown that the nucleation rate can be controlled over a wide range by changing the composition of the alloy [Coombs 1995].  In GeTeSb alloys, substituting selenium or sulfur for tellurium exponentially decreases the nucleation rate.  Replacing germanium with silicon slows the decrease in the nucleation rate.  Replacing germanium with tin exponentially increases the nucleation rate of the material.

Crystal Growth

After a suitable nucleation site has formed, the crystal grows at a rate exponentially dependent on temperature.  The growth rate can be considerably faster than the nucleation rate of the crystallites, which can lead to a single crystal forming in the heated region [Solis 1990].  At higher temperatures, the higher growth rate will yield a smaller number of nucleated crystallites in the switched volume.  When different phases form in the material, the segregation of elements limits the speed of crystal growth. 

Pseudobinary Compounds

The dependence of phase change materials on nucleation and growth rates was clearly established in developing chalcogenide alloys for optical disk applications [Chen 1986] [Rubin 1987].  Observations of crystallization kinetics showed that the rate of diffusion of the elements in the compound was directly related to the crystallization speed [Ross 1986] [Yonezawa 1987].  Pseudobinary compounds composed of differing ratios of GeTe and Sb2Te3 were investigated and found to be superior in performance to compositions off this pseudobinary line [Akihara 1988] [Yamada 1991].  The five ternary compounds along this line were found to have the highest crystallization speeds, presumably because of the lack of phase segregation caused by atomic diffusion at these points [Strand 1992] [Hernandez 1992].  When these alloys were used in electrical memory switching devices, their performance was comparable to transistor based RAM [Ovshinsky 1992].  Memory devices made of earlier chalcogenide memory alloys were many orders of magnitude slower than transistor-based electronic memory technologies.




II-11: Crystallization Time vs Temperature for Various Alloys

(after Hernandez 1992)

From optical measurements on the film, crystallization time vs temperature has been investigated for various alloys [Hernandez 1992]. As figure II-11 shows, it was observed that the crystallization time is exponentially dependent on temperature over the range of temperatures measured.  Phase change optical disk measurements as fast as 10 ns show this same dependence.  By extrapolating this exponential dependence to higher temperatures that are still below the material melting point, it can be presumed that for certain alloys the crystallization speed is in the femtosecond timeframe [Solis 1996].  

Discussion of first fire effects

Chalcogenide switching devices most often, but not always, exhibit a much higher threshold voltage the first time they are switched.  This initial switching event, which often “forms” the switch, usually results in structural changes to the material which alter subsequent switching.  The primary effects observed are decreases in overall device resistance and in threshold voltage on all subsequent switching events.  

This “forming” process is highly dependent on the fabrication process used and on the capacitance in parallel with the device.  The energy discharged into the switch by the initial capacitive current spike can be extremely large and damaging to the device.  Minimizing the capacitance also minimizes the first fire effects.  Experimental complications introduced by the nature of forming can lead to ambiguity and irreproducible experiments.  Therefore, careful consideration is given to the forming process used in experimental measurements.  


Low temperature annealing of the samples before switching them has also been shown to reduce or eliminate the first fire effects.  It is speculated that the way in which the contacts are deposited affects their initial impedance.  An attempt is made in the model to reconcile the need for device formation with the results obtained.  A high impedance barrier is placed between the contact and switching materials.  Breakdown of this barrier occurs at the difference between the potential needed to first fire the device and the potential required for subsequent switching.  

Experimental Measurements

Device Structure

Devices like the one shown in figure II-12 were prepared at Energy Conversion Devices, Inc., in the deposition and microlithography labs.  First metal, then a contact layer were sputtered on a silicon substrate to form the bottom electrode.  Devices have been made with contacts of carbon, molybdenum, chromium, tungsten, and a number of other refractory metals. An insulating layer of silicon nitride was then deposited and a via was etched through to the contact layer below.  The chalcogenide alloy, the top contact layer and a top metal were then sputtered together to minimize contamination of their interfaces.  A second insulating layer of silicon dioxide was used to passivate the structure and a top aluminum contact was used to facilitate probing of the device.  Devices fabricated with carbon contacts have consistently functioned better as memory switches than those using refractory metals.  The higher electrical resistivity and lower thermal conductivity are probable reasons for this and the model results support this speculation.

With the exception of pores in the insulator, all lithography used had a 5 micron minimum size.  Special techniques were used to reduce the size of insulator pores to sizes of .1 to 2 microns.  Registration of all layers was approximately 3 microns.  This structure allowed for a very small device size due to the small pore, but a large capacitance in parallel with the device always exists because of the top and bottom metallization overlap.  This capacitance can dramatically alter device behavior and must be carefully considered for experimental and model results to agree.     
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II-12: Structure of Test Device

Device Testing Instrumentation

Figure II-13 shows a probe station that was constructed to measure device characteristics.  Special attention was given to minimizing the effect of leads going from the test instrumentation to the device by terminating all signals as close to the device as possible.   A common problem with measurement systems of this nature is the high capacitance of passive or active probes inducing oscillations or premature turn off of devices.  Coaxial-divider probes have been used to monitor both current and voltage across the device.  These probes have a very small capacitive load on the circuit, but have a low impedance.  This probe impedance was incorporated into the load resistance for current monitoring, and into the voltage pulse termination for voltage monitoring.  A Tektronix 7103 oscilloscope is used, allowing 1 Ghz single-shot waveforms to be captured. 

Two pulse circuits are implemented, allowing a number of useful pulse combinations:  a set and reset pulse can be rapidly applied to the device to allow examination of the memory cycling; a holding pulse can immediately follow a trigger pulse to examine current effects on the on state; and a probe pulse can follow a switching pulse for recovery time measurements. 

FTTL circuitry decodes a set of computer-generated signals to allow single pulses or rapidly alternating pulses at a rate of up to 50 MHz.  FTTL NAND gates, with HCT CMOS inverters as delay elements, were chosen to generate the pulse.  The CMOS input resistance and capacitance are adjusted to achieve any delay greater than 3 ns.  High speed MRF901 RF transistors were used to amplify the FTTL output voltage.  Adjustable voltage sources are used on each pulse circuit to allow separate amplitude control for the two pulse generators.  The amplified pulse is sent down a 50( transmission line to a surface-mounted termination resistor in close proximity to the switch.  The voltage probe is placed in parallel with this termination resistor.  The pulse delivered to the device from this circuit has rise and fall times of 600 ps and pulsewidths of as short as 3 ns.  

An adjustable, low-amplitude read voltage, labeled Vread on figure II-13, is controlled by a digital-to-analog converter on the computer.  This voltage monitors the device resistance after pulses are applied.  
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II-13: Test System for Switching Devices

3) Modeling Methodology

There are a number of highly interdependent processes occurring in the device during switching which introduce nonlinearities into any equation written to describe a single characteristic of the material.  The approach chosen to address this problem is to use a mesh to divide the material into subregions and find finite difference discrete time solutions to linear approximations of the governing equations.  The solution of the model is broken into 4 separate sets of equations that are dependent on one another in time: the electrical model, the thermal model, the external circuit model, and the crystallization model.

Device Configurations




III-6: Configurations for Threshold Switches


Thin-film two-terminal chalcogenide switching devices are typically made in either lateral or pore configurations, as shown in figure III-1.  In lateral devices, a gap is made between two metal contacts, and chalcogenide material between these contacts is switched.  In this configuration, the distance between contacts is determined lithographically and the area of the switching region is related to the thickness of the film and the width of the metal contacts.  In pore devices, a bottom metal forms one contact, and an insulator is deposited over the contact with a circular pore etched through to the

metal.  Chalcogenide alloy is deposited in this pore and a top metal covers it.  The thickness of the chalcogenide layer in this configuration determines the electrode spacing, and the area of the pore is the area of the switching region.  

Both of these configurations have advantages.  The lateral switch has a much lower capacitance, allowing higher speed operation.  It is also simpler to fabricate than the pore structure, potentially requiring only a single lithographic step to make the device.  A disadvantage of lateral switches is that electrode spacing for low voltage switches is typically less than 2000 Å, which has not been lithographically possible until recently.  The pore switch has more precise control over the spacing and area of the electrodes. Because the electrode spacing is determined by the chalcogenide film thickness, which is a well-controlled process down to film thicknesses of as low as 20 Å, this has been the chosen method of fabricating devices.




III-2: Modeled Configuration of Pore Style Switch

Measured devices have all been of the pore variety, so the model reflects this type of device, as shown in figure III-2.  Analysis of the pore structure is simplified by cylindrical symmetry in the governing equations.  This is not the case in the lateral structure and a true 3-dimensional mesh will be required to analyze it in a similar fashion.  This will increase the analysis time by approximately 2 orders of magnitude.  

Electrical Description

In the off state, the conductivity of chalcogenide switching devices is exponentially related to the electric field across the device, the temperature, and the number of carriers present [Adler 1980]:  











3.1

where ( is the conductivity, (0, F0, Ea, n0 are constants, F is the electric field, kB is Boltzmann’s constant, T is temperature and n is the number of carriers contributing to conduction.  F0 is a critical electric field which is dependent on temperature.  Ea is a thermal activation energy and n0 is included to account for possible carrier-related modifications to conductivity which could allow isothermal switching in these materials.

A recovery time of the initial threshold voltage is necessary after switching.  This recovery time is proportional to the current through the device.  








3.2

In equation 3.2, ( is the recovery time, q is the unit charge, ( is the carrier mobility, kB is Boltzmann’s constant, T is the temperature, and Af(I) is the filament area, which depends on the current through the device.  This recovery time is considerably longer than the thermal recovery time of the material.  The above equation is used in the model to vary the critical electric field after switching occurs.  A good approximation of the measured recovery curves has been obtained in the model with the following modification to the critical field:



 



3.3

where FSwitching is the critical field of the device, F0 is the critical field of a fully recovered device, and ( is the recovery time from the previous equation.

Thermal Description

The temperature rise associated with the energy imparted to the switch can be completely described from the heat capacity and thermal conductivity of the switch.  The thermal conductivity is dependent on the mean free path and carrier velocity of the phonons and the electrons,







3.4

where K is the thermal conductivity, c is the heat capacity, vs and ve are the phonon and electron velocities, ls and le are the phonon and electron mean free path length and T is the temperature.

The mean free path of the phonons is limited by crystalline imperfections, making this a minor contributor to the overall thermal conductivity of the material.  Because the mean free path is on the order of a few atomic distances,  there will be no significant deviations in the thermal conduction across the film barrier, due to microscale heat transfer effects [Flik 1992] [Pantelides 1994].  Accurate modeling will, therefore, be possible using the above heat equations, as long as deviations in the thermal conductivity throughout the sample are carefully accounted for.  Because of the short mean free path of carriers in the chalcogenide material, it is assumed that the charge carriers are in thermal equilibrium with the lattice.

The electron contribution to heat conduction can be found using the Wiedemann-Franz law, the electrical conductivity of the device at any given point, and the temperature at that point:  






3.5

where K is the thermal conductivity, ( is the electrical conductivity, kB is Boltzmann’s constant, q is the unit charge and T is the temperature.

The surrounding area plays a significant role in heat removal.  The temperature distribution during switching is strongly affected by the local environment, so the thermal modeling must extend to well beyond the region where electrical activity occurs.  

Changes in temperature at each timestep are used to update the electrical conductivity within the material, the thermal conductivity, the critical field effect on conductivity, the nucleation rate and the crystal growth rate.

Crystallization Dynamics

Nucleation of crystallites is a probabilistic phenomenon dependent on the temperature and composition of a material.  Once nucleation has occurred, the crystallite grows at a temperature-dependent rate.  The crystallization kinetics are described by the Johnson-Mehl equations:
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where Vc is the volume fraction of crystalline material, p, K0 and Ea are constants specific to the material, t is the time, T is temperature and kB is Boltzmann’s constant.

The electrical and thermal resistances of the material can be estimated by knowing the resistivity of the two phases of material and the volume fraction of each.  The percolation model of conduction [Scher 1970] [Kirkpatrick 1973] shows that there is a critical change from insulation to conduction when the volume fraction of a conducting medium in an insulating matrix reaches around 15%.  It is interesting to note that this number applies regardless of the crystalline configuration of the two materials.  In order to practically apply percolation to the thermal and electrical conductivity of chalcogenides, a program was written which takes a 10 X 10 X 12 array of resistive elements and randomly substitutes elements of a different resistance.  Details of this program are presented in Appendix A.  It is found that the sharp transition observed in the insulator/conductor case changes significantly depending on the ratio of the two resistances used, as figure III-3 shows.   




III-3: Percolation Conduction Dependence on Conductivity Ratio

The percolation program was run with the actual thermal and electrical conductivities of the chalcogenide materials being simulated, and lookup tables were generated so an overall conductivity number can be obtained for any volume fraction of crystallinity with any ratio of conductivity between phases.  

Boundary Conditions:


Electrical

The electrical portion of the model extends from the top and bottom electrodes to the insulating walls of the device pore.  The bottom contact is maintained at ground potential.  The top contact is maintained at the potential the external circuit dictates.  The sides are considered to be perfect insulators.  

The metal electrodes are orders of magnitude more conductive than the device contacts or the device, so it is accurate to assume they are perfect conductors.  These top and bottom metal contacts make suitable boundaries between the electrothermal model and the external electrical circuit .  

Although preferred for an analytical solution to the model, it is not accurate to consider the potential between the top and bottom contact to be constant with time.

The simulation of a switching device is highly dependent on the external circuit.  Effectively simulating circuit effects coupled with the device model requires changing the electrical boundary conditions of the electrothermal simulation.  In order to maintain stability in the numerical solution, these electrical boundary conditions must vary slowly with respect to the analysis.  This is achieved by varying the timestep of the simulation in proportion to changes in the boundary potential.  

Thermal

It is assumed at all times that the boundaries of the model are kept at ambient temperature.  Since the temperature of the contacts significantly affects the results of the electrothermal model, the boundaries of the thermal simulation are brought a great distance from the switching region, which is sufficient to make the error these boundary conditions impart very small.  

The size of the model space is chosen so that the temperature rise at the outer mesh points is less than the maximum temperature error desired.  

The Electrical Circuit Initial Conditions  

Circuit Initial Conditions are set at no currents and all points at ground potential.  A time-varying voltage pulse is applied to one node of the circuit. 

Numerical Methods

The method chosen to model this device is a finite difference analysis which involves computation of the electric field, current density, and temperature of each element.  Material properties are dependent on these parameters.  External stimulus is provided by a time-dependent potential that varies in accordance with the circuit driving the device.  This accounts for RLC effects of the external circuit.   The finite difference method over a volume allows any arbitrary device geometry to be explored.  It also allows various forms of nonuniformity in the device to be simulated easily.  However, the model is computationally intensive, so device symmetry is exploited to reduce the overall size of the simulation.  Because a cylindrical device is assumed, the analysis can be reduced to a two-dimensional problem by exploiting the radial symmetry.

Grid Size

Due to the filamentary nature of chalcogenide switching devices, the temperature gradient is extremely large in a very small region of the model, while the majority of the model space has slowly varying temperature.  A regularly-spaced grid of elements would have to be very large to accurately portray the filament region, yet still cover the entire space.  The region of greatest temperature change is the center of the cylindrical space, and the temperature change decreases continuously in all directions.  

It is possible to arrange an irregular array of points in this cylindrical space that will yield a regular set of interfaces between points, as shown in figure III-4.  The region of strongest variation is at the center of the filament; as distance from the filament increases, all dependent variables vary more smoothly, so a progressively larger mesh size is possible.   The effect of the discretization of the thermal model is to act as a lowpass filter on transients occurring at the source of heating.  In order to get a more accurate portrayal of the heat diffusion, the spacing of the mesh at the source of heat must be relatively smaller than distant points.  Therefore, using a geometrical progression on the spacing of the grid points, which increase in size as the distance from the heat source increases, a more accurate view of the thermal profile is obtained over a wider time frame.




III-4: Multigrid Spacing with Cylindrical Symmetry

Time Interval

The time interval required for stable and accurate operation of the model varies widely at different times during the switching event.  Some periods are near steady state while others are completely unstable.  As parameters change during each timestep, they are compared to a specified allowable deviation.  If any parameter exceeds its deviation, the computation for that timestep is rejected and recomputed using a smaller timestep.   If all parameters are below their deviation, the computation is accepted and the timeframe is adjusted up to keep parameter shifts closer to their allowable deviations.  These two competing time adjustments insure that errors are kept below a specified minimum and that the maximum time interval is used.  The disadvantage of this approach is that in adjusting the time interval, the parameter shifts will be regularly exceeded, requiring repeated computations.  A simple predictive algorithm is used to minimize the number of times this happens, using a scaling factor on the estimated change in time.  The time interval typically varies over several orders of magnitude during the analysis.  Parameters that are monitored at each point in the mesh to ensure that a maximum change is not exceeded are the temperature, the current, and the crystal growth.  In addition, the contact potential used in the external circuit analysis is monitored.  

Device Equations

Poisson’s equation is solved in 3 dimensions to find the potential.  The following equation computes the gradient of the potential in cylindrical coordinates.





3.8

Here, ( is the potential, r is the radius, ( is the angle of the cylindrical coordinate, z is the depth, q is the unit charge, ( is the dielectric constant, N is the ionized impurity concentration, and n and p are the concentration of charge carriers.  By requiring cylindrical symmetry of the device, a 2-dimensional computation effectively yields an accurate 3-dimensional solution.
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The electron and hole currents are determined self-consistently with this equation to describe the complete picture of carrier motion at any instant in time.
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3.13

Here, F is the electric field, ( is the potential, J is the current, q is the unit charge, ( is carrier mobility, n and p are electron and hole carriers, kB is Boltzmann’s constant, T is the temperature, S is the thermoelectric power.

The local heating at each point in the device is computed from the power dissipation.
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Here, H is the energy applied to heating, F is the electric field, J is the temperature dependent current density.  The temperature distribution is determined by solving the heat equation.
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This equation describes the temperature distribution T with respect to localized heating H, time t, the Peltier coefficient (, the electric field F, thermal conductivity k(T), density (, and the specific heat c.

The time-dependent solution of all the above equations is carried out in each step of the analysis to obtain the potential, carrier density and temperature distributions.  Many material parameters vary nonlinearly with respect to these parameters [Kittel 1986 p152].  In addition, nonlinearities result from the growth or melting of crystallites in the material.  All dependent parameters are recalculated at each timestep to maintain an accurate description of the state of the material at all times.

The external circuit effects

Most numerical device simulations use constant boundary conditions.  However, in cases where transient switching events occur, the interaction between the device and the circuit environment surrounding it can dramatically affect the results [Shaw 1971] [Adler 1973] [Hughes 1975].    This is problematic for the solution of the partial differential equations, which describe the transport physics.  Rapidly changing boundary conditions will require a great deal more temporal precision, which multiplies the time required for the analysis.  The model developed here is well-suited to treating this problem.  The potential at the boundary is treated in the same way as all other time-variant parameters in the analysis.  The precision of the calculation is continuously monitored and the time interval is varied accordingly.  

The external circuit chosen, shown in figure III-5, is a lumped element approximation of the actual electrical environment of the switch [Shaw 1971].  This approximation is an attempt to retain the key behavioral factors of the electrical environment, while simplifying the circuit sufficiently for the model to rapidly use it.  A voltage pulse with a linear rise, hold, and fall time is connected in series with a resistor and with the parallel combination of the device capacitance and the device itself.  The inductance of the device is placed in series with it, as this has an effect on the initial capacitive discharge following switching and on the turn off characteristics of the switch.




III-5: External Circuit of Device

The differential equations describing the solution to this circuit are as follows.
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Here, Vc is the voltage across the capacitor, RDEV is the resistance of the device, VPulse is the voltage level of the pulse and other terms are as shown in figure III-5.

The external circuit and the device model are tightly coupled, with a solution to each of them performed in each time increment.  The device model provides the impedance of the device, RDEV, to the external circuit computation. The external circuit computation then provides the device voltage for the next timestep to the device model by deriving the corresponding device current and multiplying it by RDEV.  When rapid changes in the device voltage occur, the timestep is reduced to keep the difference between timesteps small.

Numerical simulation

The first step in the solution of the above equations is to establish the potential distribution.  The two-dimensional Poisson’s equation must be solved in two-dimensional cylindrical coordinates.  A number of iterative schemes have been implemented so that if an instability results from a more rapidly converging scheme, the program can switch to a more conservative approach.  The most conservative approach chosen is the successive under relaxation iterative method, which computes successive potentials from the average of the four adjacent mesh points, but only updates the potential by a fraction of the potential change, determined by a damping factor.  This approach will always converge slowly to a solution if the damping factor is sufficiently low.  A more aggressive approach is the successive over relaxation method, which is similar to the successive under relaxation method, except that it uses updated mesh potentials as it computes them [Snowden 1988 p104].  The most aggressive approach used is the alternating direction implicit iteration [Snowden 1988 p117].  Both before and after the switching event occurs, the potential distribution is changing very slowly.  At these times the aggressive solution methods converge very rapidly.  The program switches between methods if convergence problems are detected, or if the potential variation has been small.  

Upon successfully determining the potential distribution, the program solves the drift-diffusion current equations and establishes the distribution of charge carriers.  These are compared to the previous distribution and if they are not within tolerance of each other, the new charge distribution is used to recompute the potential distribution.  Convergence is eventually achieved, and the electrical state of the model is completely specified.  

The L-infinity norm of each iteration is used as the convergence criterion for the Poisson distribution of field and the consistency with the electron and hole currents.  In a two-dimensional analysis with irregular grid spacing, the convergence of the potential distribution and current continuity cannot be guaranteed; in practice, however, convergence has always been achieved.  The approach of solving first Poisson’s equation, then the continuity equations, to change the carrier distribution and recomputing until convergence is reached is referred to as Gummel’s method [Gummel 1964] and is recognized for its ability to converge on a solution despite the nonlinearities present in semiconductor modeling.  This procedure yields a simultaneous solution for the electrical state of the device at one instant in time.  The solution of the temperature distribution is found using a sequential solution approach.  Therefore, the steady state temperature is never determined for the device unless a very long time period is chosen for the analysis.

The power distribution throughout the sample is computed from the potential and currents determined above.  This power is multiplied by the timestep to acquire the energy dissipated in the mesh as heat during that time.  This is used in the heat equation to establish the temperature distribution for the next timestep.  

The temperature is applied to the crystallization equations to determine the volume fraction of crystallinity of each mesh point.  Two approaches are taken to model the crystallization dynamics of the device.  In the first approach, the probability of nucleation in the given timestep is calculated and a random determination of whether  nucleation occurred is made.  Following nucleation, the crystal growth rate is used to establish the crystal volume fraction of the region.  Adjacent regions are observed to determine if crystallites are growing beyond mesh boundaries.  This method attempts to simulate the actual nucleation and growth occurring within the device.  A second approach uses the Johnson-Mehl equations shown in 3.6 and 3.7, which express the relationship of volume percentage of crystallinity to temperature, nucleation rate, and crystal growth rate.  The results of these two methods are compared to establish the accuracy achievable with the random first approach.

The temperature is used to determine the phonon thermal conductivities of the crystalline and amorphous phases, and then the volume fraction of crystallinity is applied to the percolation table to obtain an overall phonon thermal conductivity.  The electrical conductivity of the material is determined from the field and current density and then, along with the temperature, is applied to the Wiedemann-Franz equation to establish an electron thermal conductivity.  These two thermal conductivities are added to determine the overall thermal conductivity at each point for the next timestep.  The electrical conductivity at each point is updated based on the field and temperature-dependent amorphous electrical conductivity and the temperature-dependent crystalline electrical conductivity, which are both applied to the percolation table along with the volume fraction of crystallinity for each point.  The total device resistance is computed from these conductivities and applied to the external circuit differential equations to determine a device potential for the field solution of the next timestep.

The following flowchart gives an overview of this entire simulation process.  




III-6: Flowchart of Solution Methodology

Error Estimation

The error associated with this computation is difficult to estimate directly.  Simple test cases have been run to establish that the program can generate accurate results for these simple cases.  This process gives some confidence that the overall simulation will converge to solutions with a similar accuracy.  The sources of error are the mesh size chosen, the timestep used and the convergence criterion chosen.  Simple tests are performed with the values of these parameters halved and doubled.  Values are chosen so that no significant error is introduced in these tests by such changes.  Because a simultaneous solution to the electrical state of the system is performed by an alternating method in which each iteration is treated as an initial guess for the subsequent iteration, quantization errors do not accumulate in this part of the analysis.  The thermal equation is solved in a sequential fashion, so quantization error accumulation does occur in this stage.  The number of iterations is never above 105, so the error accumulation in the double precision numbers will not be significant. 

4) Criterion For A Good Switch

Logic Circuits


As circuit density has continued to increase, power consumption has become a primary concern for future computer circuitry.  In order to maintain a constant power per unit area, the device power consumption must be reduced by the square of the lithographic resolution [Keyes 1979].  Voltage scaling is only possible to a limited extent, depending on the device, so most of the power reduction must be achieved by reducing the current [Nagano 1993][Elmasry 1993][Fiegna 1994].  


A conflicting requirement is the signal drive capability.  Whereas power must be reduced by the square of the lithographic resolution, the current required to drive the capacitive load of signal interconnections scales at best linearly with the lithography [Saraswat 1992].  


The current density of a smaller device which drives a relatively larger current load is a problem facing MOSFET circuitry [Meindl 1993].  It has led to a resurgence of the use of bipolar transistors for use as drivers [Cressler 1993], and the use of BiCMOS circuitry to selectively allow high power bipolar transistors to drive high current signals, while the majority of the circuit exploits the low power consumption of CMOS [Hiraki 1992][Watanabe 1993].


Given these constraints, transistor circuitry is rapidly reaching its fundamental limit of circuit density.  An alternative technology will be needed in order to achieve greater performance.  Alternative semiconductors to silicon have been considered, and in the case of indium antimonide, could increase the speed power product by a factor of two [Fischetti  1991][Fischetti 1991].  Heterojunction structures can offer further performance gains [Burghartz 1993].  As fundamental limits are approached, however, it is not believed that transistor capabilities will exceed 1 fJ per switching event [Meindl 1993].  

In light of the above considerations, transistors will not satisfy requirements for future logic devices.  Threshold switching logic possesses a number of attributes that may make it a viable alternative to transistor logic.  This chapter will compare the important attributes of logic circuits for MOSFETs, BJTs, and chalcogenide threshold switches.

Device Simplicity

The device structure should be simple, but the complexity of VLSI transistor fabrication continues to increase.  This adds additional cost to the final product that offsets the density advantage of a finer lithographic process.  In the case of MOSFETs, additional masking steps are necessary to modify the transistor’s geometry and to alter the doping profile of the source and drain [Pimbley 1989][Tanaka 1993].  Bipolar transistors require additional masking steps to make polysilicon contacts to the base and emitter and to reduce device capacitance with insulating sidewalls [Warnock 1995][Nakamura 1995].

Chalcogenide switching devices have the advantage of simplicity because they only have two terminals.  Devices can be fabricated vertically, by depositing a conductor-chalcogenide-conductor stack.  Very good control over electrode spacing is attained in this way because of the ability to tightly control layer thickness.  Alternatively, the devices can be made laterally by depositing and etching a conductive layer to form the two electrodes.  This process has the advantages of lower capacitance and only requires a single lithographic step to define the device.  In either case, the structure is considerably simpler than transistor technologies.  

Switching time

Switching delays in logic circuitry are predominantly a result of line capacitance and the limited current drive capability of switching devices [Saraswat 1992].  This gives a speed advantage to larger devices with a higher current capability.  For this reason, the relative figure of merit for device speed is usually linked to the power consumption of the device by measuring its power consumption per switching event, or speed power product.  MOSFET and BJT silicon transistors both have limitations that keep them above 1 fJ per switching event.  The small size of a threshold switch, combined with the high current density it can achieve, may allow switching with energies below 0.1 fJ.


Recovery time


Not only must a device switch in a very short time, but it must be able to turn off and recover for a subsequent switching event in a comparable amount of time.  A transistor has no recovery time and is immediately available for subsequent switching after the device turns off.  This is not the case with two-terminal switching devices.  In particular, chalcogenide switching devices exhibit a recovery time that is related to device thickness and the current passing through the device.  This delay does not correspond to the thermal cooling time of the device, so it is probably electronic in nature.  At this time, data is not available to characterize the recovery time for very small device geometry.  A more thorough understanding of the recovery time in very small devices will be needed to assess whether this will limit the usefulness of these devices in high performance logic. 

Current


A gate’s switching time is limited to the time it takes the gate output current to charge the line capacitance to the output voltage.  MOSFET circuitry suffers because of the current limitations inherent in field effect devices.  This is compensated for by increasing the width of the transistors so they can source sufficient current, but this compromises circuit density.  Bipolar transistors are capable of carrying current which is an order of magnitude greater than that of a field effect transistor of the same size.  One of the strongest advantages of the use of chalcogenide threshold switches in logic applications is that the current density achievable in these devices is an order of magnitude greater than bipolar transistors in devices of smaller size.  

Voltage and Power Dissipation


The power dissipation of a logic gate is strongly related to its operating voltage.  The transmission line capacitance fixes the current requirements for a given speed at a given lithography, so to reduce power dissipation, the required voltage must be minimized.  The built-in potential of MOSFETs limits their operating voltage to around 1 Volt.  Bipolar transistors can operate effectively at 1.5 Volts [Hiraki 1992].  Chalcogenide threshold logic has three separate voltages to contend with:  the holding voltage, the threshold voltage, and the clocking voltage.  A fixed ratio between these must be established in order to produce low voltage logic.  Holding voltages are a function of the alloy composition and the contact potential.  Typically, the holding voltage will be around 0.5 Volts.  In a NAND circuit, the ratio of threshold to holding voltage with the best noise margin is 2.5; the clocking to holding voltage ratio is then at 3.5, which makes the clocking voltage around 1.75 Volts.  

Noise Margin


The voltage margin between the on and off states must be acceptably large to prevent false switching of the logic device.  CMOS circuitry generally has a very high noise margin because the voltage swing on the output goes all the way to the power and ground voltages, giving a 50% margin relative to the supply.  The subthreshold conduction and reduced threshold voltage control in short channel FETs reduce this wide margin as channel lengths approach 600 Å, at which point the margin is zero.  Bipolar transistor logic varies widely in its implementation, but its noise margins are typically 20% of the supply voltage, and in all cases are worse than those of CMOS logic.   Base resistance, high level injection effects, and current degradation all reduce this margin as device geometry is scaled down.  In a chalcogenide two input NAND circuit with a 1.75 Volt clock, as described in the previous paragraph, there would have to be a 0.25 Volt margin in the clock or threshold voltages before false switching could occur.  This is 14% of the clock voltage value, 50% of the holding voltage value, and 20% of the threshold voltage value.  Variation of the threshold voltage is the most important consideration in the noise margin of chalcogenide logic, followed by variation in the holding voltage.

Stability


Long-term device stability over years of operation and at least 1015 switching events is expected of logic devices.  Transistors have had no problem achieving this until device size became small enough to require current densities of 106 Amp/cm2 in the channel of FETs or the base region of BJTs.  Currents at this level degrade the semiconducting properties of the material through impact ionization.  In addition, electromigration of metal contacts affects the reliability of circuits operating at these current densities [Ames 1971].  Recent efforts to reduce electromigration in metallization involve the use of copper instead of aluminum [Tao 1993], the introduction of additional impurities into the metal [Onoda 1990], and the use of refractory metal plugs as electrical contacts [Saxena 1993].


Chalcogenide threshold switching devices are capable of sustaining current densities an order of magnitude higher than this in short pulses (100 ns).  Electromigration of the contacts is the primary mode of failure.  The long-term chemical stability of the glassy materials chosen for threshold switching applications is very good, as long as devices are properly passivated to prevent the introduction of contaminants such as oxygen or sodium.

Heat removal


Operation of an electrothermal switch necessarily generates heat.  The heat from prior switching events cannot alter the behavior of subsequent switching events or adjacent devices significantly.  The heat sinking of the switch’s local environment of the switch must therefore be sufficient to maintain ambient temperature.  Silicon substrates are capable of dissipating power on the order of 10 watts per square centimeter.   

Memory Switches


The ideal memory would have a low cost, a high speed, nonvolatile storage, an infinite cycle life, high density, and low power consumption.  Since no one technology has the best of all these properties, there is a wide variety of memory devices used in modern computers.  SRAMs have speeds of 1 to 10 ns, but suffer from a high cost, a high power consumption, and a low density.  DRAMS have high density and the lowest cost of any solid state memory, but their speed is around 50 ns, and they are volatile.  EEPROMS are nonvolatile and dense, but have a limited cycle life and slow speed.  Chalcogenide memory switches could potentially replace all of these popular memory technologies with a product superior in all of these attributes.


In order to effectively produce a memory device from a chalcogenide alloy, a number of interacting parameters must be balanced:  the electrical properties, the thermal properties, and the crystallization dynamics.


The electrical properties must be compatible with conventional logic circuitry and must be realizable in a VLSI environment.  The voltage needed to set and reset the memory should be below 5 Volts.  Current trends are calling for further reductions in device voltage, so voltages approaching 1 Volt would be preferable.  The addressing circuitry and the metallization in the memory array limit the current required to set and reset the device.  Currents well below 1 mA are necessary in future VLSI electronics;  currents below 100 (A are desirable.  For reading the memory, voltage changes greater than 50 mV at the sense circuitry are desirable.


The temperature needed to cause a phase transition is constrained on the lower extreme by the reliability of the memory in its operating environment.  Substrate temperatures of above 100(C should not affect the state of the memory.  On the upper extreme, thermal stress associated with device heating and cooling limits reliability, so temperature excursions should be minimized.  The glass transition temperature of the materials chosen is around 300(C, which falls within these criterion.  The electrical pulses provide the heat needed to switch the device.  The electrical and thermal resistances of the switch material and the contacts determine what temperature is reached for a given electrical pulse.  In order to meet the electrical requirements stated above, these resistances must be adjusted to allow the proper temperature to be reached.  At the same time, the temperature of adjacent switches must not rise significantly above ambient temperature.  This requirement can be met by having a highly conductive substrate and thick metallization on top of the switch.  


The crystallization speed should be as fast as is practical, in order to maximize the performance of the memory.  It must be slower than the cooling rate of the switch, however, so that the molten alloy can quench into the vitreous state.  The thermal environment is the limiting factor in determining the cooling rate, so this must be traded off with the concerns described in the previous paragraph.  In addition, the fall time of the electrical pulse places a limitation on the cooling rate of the switch.  All these parameters are therefore dependent on one another, and consideration must be given to selecting the optimum value for each of these properties.  Fortunately, a wide range of properties can be achieved in chalcogenide alloys by tailoring the alloy composition.


In order to effectively read the memory, the resistance ratio between the on and off states must be as high as possible.  Resistance ratios as high as 106 can be reached between the crystalline and amorphous states of most chalcogenide alloys, but a ratio of 10 is acceptable, and readily achieved in a practical memory switching device.  The resistance in the on state must provide sufficient current to charge the capacitance of the memory addressing line, which may be on the order of 50 fF.  In this case, to read the memory state within 1 ns requires an on resistance of less than 20 K(.  An off resistance of greater than 200K( would be adequate to differentiate the two states.


Memory density is a primary concern, because in VLSI fabrication the cost of the memory is directly proportional to the area it occupies.  The simple device structure of a threshold switch, combined with the use of a diode for memory element isolation, allows an absolute minimum area to be used in a memory array.  This is 33% less than what the best DRAM arrays are capable of.





IV-7: Diode Addressed Threshold Switch Configuration


Figure IV-1 shows a potential configuration for the memory device and an isolation diode that could achieve a very high circuit density.  This process requires an epitaxial silicon growth layer, which makes the process considerably more expensive than the processes normally used for DRAM manufacture, but this is more than offset by the density advantage of the memory array.  In addition, the epitaxial layer makes BiCMOS circuitry possible, allowing faster drive electronics than conventional DRAM uses.

5) Model Results

The computer model was written in Microsoft C++ for a Windows NT computer operating system.  A data file containing a complete description of the material properties at each mesh point was used to define the device to be simulated.  External circuit effects are also included in this data file.  Initial conditions on the crystallization, potential and temperature of the mesh points were also entered to allow lengthy simulations involving multiple pulses which were performed in intervals since some of the simulations required more than 40 hours of computer time.  A complete listing of this program is included in Appendix B.

The properties of a working memory device were chosen as the first device to simulate with the model.  The geometry of the device, its material properties, and the circuit and pulse conditions of the experimental apparatus were entered into the model.  Table 5-1 shows some of the key characteristics of this device.  

Diameter



1200Å

Switch Thickness


480Å

Contact Thickness


480Å

Contact Resistivity


1.3E-3 (cm

Contact Thermal Resistivity

10 cm K/W

Insulator Thermal Resistivity

1.25 cm K/W

Threshold Voltage


2.9 V

Device Capacitance


1.5 pF

Crystallization speed at 400(C

20 ns

Table 5-1: Key Parameters of Memory Device

Pre-Switching

A delay of approximately 1 nanosecond in the applied pulse was observed

because of the RLCDEV delay of the external circuit.  As the electric field increased, the temperature of the hottest point in the sample changed by less than 10°C before switching occurred.  This small temperature change has an insignificant effect on the overall conductivity of the device, so the temperature dependent conductivity is not the principal mechanism of the threshold switching.

In lower fields, the field distribution throughout the switching material is uniform.  The first significant event to happen before switching occurs is the growth of instabilities in the potential distribution in the bulk of the chalcogenide.  The exponential field dependence near the critical field causes dramatic variations in material conductivities from the slight nonuniformities caused by the small temperature rise.  When one region becomes more conductive, the field drops there and increases in the surrounding regions, resulting in oscillating domains within the device, as seen in the second graph of figure V-1.  This could account for the statistical time delay observed in device switching [Lee 1972].  These graphs show the region of interest in the simulation and not the entire simulation space.  The top three and bottom three rows of depth represent the contact material adjacent to the chalcogenide alloy.  The fourth rows both from the top and from the bottom represent the barrier regions between the contacts and the chalcogenide and the center 12 rows of depth represent the chalcogenide alloy.  The front of the graph represents the center axis of the device and further back in radial position represents a greater distance from this center axis.

This observation of the model is in close agreement with the pre-switching behavior of measured devices, where the nonlinear resistance of the device in the off state is very stable at lower voltages, but exhibits noisy behavior as the threshold voltage is approached but before switching occurs.




a) Field at .8 ns


[image: image11.wmf]
b) Field at .94 ns

V-8: Electric Field Distribution Before Switching

The Switching Event

As the potential continues to rise, the overall resistance of the device decreases dramatically.  The energy stored in the device capacitance discharges through the device.  The temperature rises rapidly, lowering the material’s resistance further.  This establishes significant nonuniformity in the conductivity over the geometry of the sample, and leads to a filamentary path through the more conductive region of the switch.   This filament formation can occur before the device heats substantially.  Figure V-2 shows the temperature rise 100 ps after the device voltage has reached its maximum value.  The 18(K peak temperature rise causes a negligible change in conductivity in comparison to the field-induced conductivity change at this time.

This is in agreement with the thermophonic measurements of threshold switching devices made by Kotz and Shaw [Kotz 1984], where it was observed that the temperature rise in the switching material was preceded by the switching event.  They concluded that electronic effects were responsible for breakdown of the device and that significant heating associated with switching was the result of capacitive discharge following the breakdown.  


[image: image12.wmf]
V-9: Temperature Distribution Immediately Following Switching

After the capacitive energy is discharged through the conductive filament, the potential across the device is determined by the division of the pulse voltage between the load resistance and the overall switch resistance.  Figure V-3 shows the device potential over time, where the holding voltage stabilizes at just under 1 Volt after the switching event.  Large changes in current do not affect the holding voltage appreciably, because the additional current heats the filament more, and slight increases in voltage yield dramatic increases in current.




V-10: Voltage Across Device During Switching

In the case of the experimental test devices, the large capacitive discharge causes a substantial temperature rise within 1 nanosecond of switching, which is followed by an equally rapid cooling.  This temperature excursion is sufficient to melt and quench the switch into the amorphous state.  Figure V-4 shows the temperature excursion in the geometric center of the switch and at the top center of the device face of the switching material.

The work of Kotz and Shaw [Kotz 1983] [Kotz 1984] experimentally determined that this was the case in their thermophonic investigations of chalcogenide switches.  They found that in order to cause a memory event to occur in a device, the pulse amplitude had to be reduced.  Their speculation as to why this happens is that the initial capacitive discharge melts the switching material, and the subsequent current of the pulse controls the cooling rate of the material.  This modeling clearly shows that a circuit capacitance of 1.5 pF, which is typical for a low capacitance instrumentation setup, are sufficient to heat the center of the switch to well over the melting point of the material and may be sufficient to damage the devices.  Due to the distribution of temperatures across the device, different regions will experience different extents of melting, crystallization and damage from this transient heating.  This may clarify the forming observations of Kotz and Shaw, where they speculated that the sample was effectively shortened by the forming process.  Peripheral regions that crystallize experience a different temperature profile than the center of the device.  They may never reset, and thus they become extensions of the contacts.   




V-11: Heating at Center of Switch

This capacitive discharge heats the center of the switch to a temperature above the melting point of the material, removing any residual crystallization in the center of the device.  The current-voltage characteristic of the switching event is shown in figure   V-5.  A number of distinct regions exist in the switching event.  In region A, current is exponentially dependent on field up to the threshold voltage of around 2.5 Volts.  In region B, the conductivity of the switch increases rapidly, while the device capacitance maintains the potential across the switch.  The capacitance discharges rapidly through the more conductive switch in region C, causing the device to heat up substantially.  In region D, the device cools to a steady-state condition.




V-12: Current-Voltage Characteristic

Experimental measurements of the IV characteristic shown in figure II-4 are observing the steady state condition of the switch and do not convey the dynamic behavior conveyed in regions B, C and D of figure V-5.  Limitations in the speed of oscilloscopes and device probe capacitance limit the accuracy of direct measurement of the dynamic current-voltage characteristic of the device, but separate current vs time and voltage vs time measurements have been made with the apparatus shown in figure II-13.  These cannot fully convey the information in figure V-5, because the device and probe capacitance are in parallel with the measured device.  What this instrumentation setup is actually measuring is the device potential and the current through the load resistance.  Close agreement of these parameters is obtained between the model and measured results.  One benefit of modeling the device is the ability to observe parameters that cannot be easily measured and separate the many complex interactions affecting the device.

The electric field in the elevated temperature switch still exhibits some instability and oscillation even after the switching has occurred.  This introduces noise in the current signal measured in the device, which is an observed phenomenon of these switching devices in operation [Lee 1972] [Regan 1973] [Schmidt 1977] [Schmidt 1984].  Measurements of the device current in the on state show that, while the average current is quite stable, the dynamic current fluctuates randomly.  Figure V-6 shows the modeled electric field after switching has occurred, where field instabilities exist at the edge of the filament.
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V-13: Noise Observed After Switching

This data suggests that there are two conductive regions within the switch:  a high conductivity, filamentary path which conducts most of the current; and an unstable region outside this filament where the material is near the breakdown condition.  When the current through the device is reduced, the filamentary region becomes smaller and the relative effect of the unstable region becomes dominant.  Measurements of the minimum holding current needed to sustain the on state have shown a dependence on the capacitance of the device [Adler 1973] [Hughes 1976].  This effect, in conjunction with the material recovery time could explain this phenomenon.

After the substantial heating of the initial capacitive discharge dissipates, the steady-state temperature profile, shown in figure V-7, results from the steady-state power dissipated in the device and thermal conductivity of the device and the surrounding region.  Note that the temperature is highest in the center of the device, lower near the top and bottom contacts, and dramatically drops at the edge of the region of filamentary conduction.
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V-14: Steady-State Temperature Profile

The current is concentrated in a filamentary region which corresponds with the region of the highest temperature.  Figure V-8 shows that the current density across the device remains relatively constant out to a radius of about 400 Å, where it drops to near zero.  The current density achieved in the filamentary region is above 80 million A/cm2.  Electromigration in metals becomes a concern at currents of around 1 million A/cm2 making electromigration effects a major concern in this device. 
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V-15: Concentration of Current Density

The nucleation and growth of crystallites precipitates a phase transformation in the heated region of the switch.  The rate of this transformation is highly dependent on the temperature of the material.  One important effect the switch contacts have is to isolate the hot chalcogenide alloy from the heat-sinking properties of the metal contacts.  The temperature profile in figure V-7 shows that the chalcogenide region is at a relatively constant temperature when compared with the contact region.  

In order to switch the memory material from a high resistance to a low resistance a channel of material between the metal contacts must undergo crystallization.  This requires the temperature of the switch from the top to the bottom contact to be uniform enough to induce a phase transformation across the whole device.  

The large thermal transient of the capacitive discharge initiates crystallization as soon as the temperature of the material drops below the melting point.  As the material crystallizes, a drop in its resistivity lessens the power consumption within the chalcogenide, and an increase in its thermal conductivity facilitates the removal of heat.  This leads to an effective halting of the crystallization process over most of the device when the temperature drops below the glass transition temperature.  Figure V-9 illustrates this, showing that the crystal growth is very rapid when the temperature of the material is just below the melting temperature, but crystal growth halts at the face and slows dramatically in the center of the device when the temperature drops to its steady-state value.




V-16: Device Cooling During Crystallization Process


When exposed to sufficiently high current, the material in the center of the device will not cool to below the melting temperature for the duration of the pulse after the initial melting.  In figure V-10, the steady-state temperature achieved in the chalcogenide material during a reset pulse is shown.  It shows that the center of the device is

maintained at a temperature above the melting point of the material.





V-10: Thermal Profile for a Higher Current Pulse

At the termination of the pulse, the material is rapidly quenched into the vitreous state.  Figure V-11 shows that the cooling time is about .5 ns after a 2.4 ns reset pulse is applied to the switch.



V-11: Cooling Rate at Completion of Pulse

The peripheral regions of the switch are not heated to above the melting temperature, as shown in figure V-10, so this volume can crystallize and a conductive peripheral region can be formed.  Figure V-12 shows that a small amount of material in the peripheral region of the device crystallizes.  The percolation conduction of this small volume fraction doesn’t dramatically affect the overall device resistance, but the cumulative effect of many reset pulses might increase the volume fraction with each subsequent reset pulse.  This could have the adverse effect of shunting the center of the device with a lower resistance, removing current from the device center and changing the temperature profile during switching.  In practice it is observed that the switching behavior changes over the first few hundred cycles and eventually stabilizes.  This may be because of the buildup of conductive material in the peripheral region of the switch and this may be one of the reasons device forming is needed.  




V-12: Residual Crystallization After a Reset Pulse

Figure V-13 shows the steady-state temperature profile across the device during the reset pulse.  It shows that only the central part of the device is kept above the melting temperature of the alloy.  In order to maintain the melting temperature at the edge of the device, a prohibitively large current would be necessary.  The initial capacitive discharge may play a role in keeping this peripheral crystallization from permanently shunting the resistance of the device center. 





V-13: Thermal Profile For a Reset Pulse

When the device is already fully crystallized, its resistance is low enough that the device doesn’t undergo switching.  The potential across the switch rises to the level of the holding voltage and there is no capacitive energy discharge because the potential never switches between two voltage levels.  Therefore the large thermal transient of the capacitive discharge doesn’t assist in heating the device to the melting point.  Instead, the current provided to the switch must be sufficiently high to resistively heat the material to the melting point.  The resistance of the switch is lower, so a substantially greater current would be needed to melt the material; however, the contact resistance heats the device substantially, so the current needed is comparable to the current needed to achieve the melting temperature when the switch is in the high impedance state.  

If the contact resistance isn’t high enough, and its thermal conductivity isn’t low enough, the currents required in a set switch become many times higher than those in reset switches.  In such cases the device can be set, but the high currents needed to reset the device are sufficient to destroy it.  This emphasizes the important role of the contact material’s resistance in keeping the current through the device lower.  

In figure V-14, the material was completely crystallized before the pulse began.  The temperature rise is much slower than in the amorphous switch case shown in V-11, but ultimately the same temperatures are reached.




V-14: Reset Pulse Applied to a Fully Crystallized Switch

By varying the amplitude of the pulse, the amount of material that crystallizes can be controlled over a wide range.  Figure V-15 shows this in a similar format to that of figure II-6.  The curves are qualitatively similar.  Differences in the pulse fall time and the fact that the actual device was cycled extensively first, while the simulation was performed on virgin devices, may account for differences between them.  From the model it can be seen that the low amplitude pulse doesn’t heat the material sufficiently to crystallize it, and the minimum resistance occurs when the majority of the switch is at a temperature just below the melting temperature, but at higher amplitudes, the entire center region of the switch is above the melting temperature and only the edges of the device crystallize.  By controlling the pulse amplitude the device can be set over a continuous range of resistances that vary by more than two orders of magnitude.  This allows memory switching devices to be used as programmable resistance elements or multiple state memory bits.  Experimental devices have been set to resistances between 1K and 100K Ohms and have retained these resistive states for long periods of time.  



[image: image16.wmf]
V-15: Device Resistance Controlled by Pulse Amplitude

Other Switch Configurations

The model results have thus far been in good agreement with a working memory switching device.  The input parameters were also modified to correspond to a nonfunctional memory device.  Removing the barrier layers and having a simple refractory metal interface to the switching material result in switches that function as threshold devices, but require excessive current to work as memory devices.  These devices have a very limited cycle life as well.

The model shows that, given the same pulse that sets the working memory device, this configuration doesn’t crystallize from the top to the bottom contact because contact cooling prevents the material close to it from exceeding the glass transition temperature.  Instead, only the central portion of the switch crystallizes, leaving amorphous material completely surrounding it.  Figure V-16 shows this problem.  





V-16: Limited Crystallization in Switch with no Barrier Layer

By increasing the pulse amplitude sufficiently, this amorphous region near the contacts can be crystallized.  The center temperature is extremely high when this occurs, however.  This emphasizes the importance of the barrier layer in making a more uniform temperature profile between the contacts.

An interesting observation in experimental devices is that the switch characteristics do not depend strongly on the diameter of the device.  Devices with diameters of 1500 Å to 2 microns operate with nearly identical pulse characteristics.  As illustrated in figure V-8, the current density through the peripheral regions of the device is very small in comparison to the center, so all significant crystallization of the device takes place in the center 1000 Å diameter.  Increasing the diameter of the switch doesn’t alter this current profile significantly.  Also a device with a smaller diameter will have fewer problems with peripheral crystallization and should take less current overall.

Role of Switch Components


The switch model makes it practical to explore the role of various aspects of the switch that can’t be easily studied experimentally.  For example, the capacitance of the test equipment significantly affects the switch operation, as can be seen in the temperature profile of figure V-4.  In a high density memory chip, the device capacitance would be orders of magnitude smaller than the test equipment used to measure the devices.  Constructing such a prototype of a memory chip is a difficult, expensive, and time consuming task which hasn’t been accomplished yet.  By modifying the circuit parameters in the model, the effect of this capacitance reduction can be predicted.   If the memory array has 256 switches attached to a single 1.2 micron width line and the memory elements are 1 micron long, there will be approximately .05 pF of capacitance in parallel with the switching element.   This is a factor of 30 smaller than the test instrumentation provides.  The capacitance of the model was reduced accordingly in the following analysis.





V-17: Low Capacitance Eliminates Switching Transient

It is evident from figure V-17 that the large temperature transient seen in figure V-4 has been eliminated.  This makes control of the crystal growth much easier because the device isn’t melted by the capacitive discharge at the beginning of each pulse.  It also reduces the total amount of energy dissipated during the switching event.  

The device diameter is difficult to control at sizes approaching 1000 Å with current lithographic equipment.  In the near future it may be possible to make devices with diameters as small as 100 Å.  In order to establish what effect the size of the device has on device operation, the model was run with varying diameters. 

As figure V-18 shows, the current needed to set the memory device begins to scale at device diameters of around 1000 Å.  Since the thermal time constant of the smaller devices is less, the speed at which these devices heat and cool is considerably faster as well, allowing alloys with a faster crystallization time to be used.  




V-18: Device Size Relationship to Required Set Current

The electrical and thermal resistances of the contacts play a strong role in defining the temperature profile of the switching region.  Ideally, the temperature of the material should be constant across the device in order to promote uniform crystallization between the contacts.  By selecting the correct electrical and thermal resistance of the contacts, a nearly flat temperature profile can be achieved.  Figure V-19 shows the temperature along the center axis of the switching material for devices with different contact resistances.  By choosing an optimum thermal and electrical conductivity for the interface, the center and face of the switching material will experience nearly the same temperatures.  





V-19: Thermal Profile Adjusted by Contact Resistance

The thermal time constant of these small devices is on the order of 1 ns at device diameters of 1200 Å, as is seen in figure V-4.  Improvements in lithography will make thinner films and smaller device diameters more practical, decreasing this thermal time constant by more than an order of magnitude.  In contrast to this rapid heating and cooling of the device is the crystallization time of the switching alloy, which is on the order of 50 ns.  The crystallization time is easily adjusted over many orders of magnitude by changing the alloy used [Solis 1995] [Coombs 1995] [Hernandez 1992].  The speed of the device can be maximized and the energy per switching action can be minimized by matching the crystallization time to the thermal time constant.  

Another consideration is the electrical pulse fall time.  This time limits the rate at which the material will cool.  In MOSFET memories, times of around 1 ns could be reached.  In bipolar transistor memories, switching times of as fast as 100 ps are possible.  It should be possible to construct a nonvolatile, chalcogenide memory where the signal driver speed is the limiting factor in determining the memory performance, not the cooling rate of the switch, nor the crystal growth rate of the alloy.

A number of modifications to the device structure have the effect of suppressing the threshold switching action.  In these cases, no negative differential conductivity is observed, or in some cases heating causes a slight reduction in resistance, causing only slight negative differential conductivity.  This effect was modeled by increasing the contact resistance of the switch.  The resulting current-voltage characteristic is shown in figure V-20.




V-20: Device with No Negative Differential Conductivity  


The large number of dependent variables contributing to the operation of this device makes the dynamic behavior very complex.  Negative differential conductivity can be suppressed in the model by some combination of the following:  reducing device capacitance; increasing load resistance; increasing contact resistance; increasing switching material resistivity; reducing the voltage pulse amplitude; reducing device dimensions; or decreasing the nonlinearity of the material’s electrical conductivity.  Experimental devices confirm that switching is more difficult with higher resistances and switching becomes more distinct with high capacitance devices.  Negative differential conductivity is not necessary to produce practical nonvolatile memory devices, since the memory “switching” is caused by the phase transition of the material, not the dynamic state of the switch.  For logic applications, however, it is essential that the material switches from a stable threshold voltage to a stable holding voltage.

An Optimized Memory Switch

In taking all the above considerations into account, parameters for the memory switch were modified to produce a device with the lower power consumption necessary to implement a practical VLSI memory device.  

Diameter



300Å

Switch Thickness


240Å

Contact Thickness


340Å

Contact Resistivity


1.3E-3 ( cm

Contact Thermal Resistivity

16.66 cm K/W

Insulator Thermal Resistivity

300 cm K/W

Threshold Voltage


1.5 V

Device Capacitance


.05 pF

Crystallization speed at 400(C

.5 ns

Table 5-2  Parameters for Improved MemoryTable 

The performance of the switch improved dramatically with these changes to the parameters.  The energy needed to set the switch was reduced from 210 pJ to 1.3 pJ.  This can be attributed to the increase in crystallization speed and a reduction in current.  

While the properties of this device are very impressive, the current is still over 2 mA, which is much higher than desired.  It may also be unrealistic to assume that the contact can have a thermal resistivity of 16.66 cm K/W with an electrical resistivity of .0013, although the Wiedemann-Franz law doesn’t prohibit such a material from existing.  

Scaling the device size is not a very effective method of reducing device power consumption because the thermal conduction and power density are required to increase as the device size is reduced.  A better method of power reduction is to increase the thermal resistance of the material surrounding the switch.  This is difficult to do when the contacting material’s electrical properties are also important.

If the electrical properties of the contact can be decoupled from its thermal properties, a better memory switch could be achieved.  Heating could be made more efficient if a blanket of nonconductive material surrounded the switch and the resistive contacts.  The resistive heating contribution of the contact layer would then have a greater effect on the switch temperature, but its thermal conductivity would be less important.




V-21: Alternate Device Configuration

Using the configuration of figure V-21, the refractory metal contact resistivity can be adjusted independently of the thermal conductivity of the thermal insulator layer.  This reduces the constraints on the material parameters of the contact layer used in the previous analysis.  The thermal insulator could reasonably have a thermal resistivity as high as 300 cm K/W.  The complexity of this device is somewhat greater than the structure considered previously, but it is still simple in comparison with a MOSFET device.

Diameter



300Å

Switch Thickness


240Å

Contact Thickness


40Å

Insulator Thickness


500Å

Contact Resistivity


5E-2 ( cm

Thermal Insulator Resistivity

300 cm K/W

Insulator Thermal Resistivity

300 cm K/W

Threshold Voltage


1.5 V

Device Capacitance


.05 pF

Crystallization speed at 400(C
.5 ns

Table5-: Parameters for Alternative Memory Configuration

The model was run with the parameters listed in Table 5-3.  It showed a 450(A current could be used to set the device, which is approximately one third the current needed in the configuration shown in Table 5-2 without the thermal insulation layer.  This brings the operating characteristics within the desired memory device properties described in chapter 4.  

6) Summary and Conclusions

A detailed model of the threshold and memory effects of chalcogenide switching devices has been developed.  The model assumes a mechanism of Poole-Frenkel emission of carriers leading to avalanche, followed by device heating which causes nucleation and growth of the crystalline state, or rapid thermal quenching from the molten state into a vitreous state.  A recovery time of the high impedance condition after switching has been characterized and applied to the conductivity of the material in the model.  Data on material properties and the electrical circuit are entered into the model.  The results show close agreement with experimental measurements.

The model shows that the thermal environment, electrical properties, external circuit, and crystallization dynamics of the switch all impose constraints on device operation.  All of these must be considered in optimizing the switch for a particular application.  This model is a useful tool for separating the many complex effects that these interdependencies cause.  Of particular importance in accurate modeling of the memory device is the complex change in the thermal conductivity of the chalcogenide during the switching event, which is affected by the threshold switching and crystallization of the material.


The device operation can be subdivided into two distinct and separate types of switching:  threshold and memory switching.  


Threshold switching occurs after a critical electric field is exceeded.  When this occurs, the conductivity of the material rises sufficiently to allow significant amounts of current to flow.  The critical field is inversely dependent on current, so this increase in current reduces the critical field.  The reduced critical field in turn reduces the resistivity of the material.  This initiates a positive feedback loop which causes a rapid drop in device resistance.  


Since there are slight nonuniformities in the material phase and composition,

electrode spacing, and temperature, this positive feedback condition will begin at a single point in the device first.  The resulting current surge will begin to discharge the capacitance of the device, thus lessening the field in other areas of the device and preventing this switching action from occurring elsewhere.  This reduction in potential may occur before the current effects a significant reduction in the critical field, so unstable conduction and oscillatory behavior may occur.  The current dissipates power, heating the switched region.  This heat further increases the conductivity of the region and the material surrounding it.  If sufficient power is being applied to the circuit, a localized region of higher temperature will result and a majority of current will flow through this region.  Stable device operation can result where the current flowing through the region elevates its temperature enough to maintain its conductivity at a level significantly higher than the rest of the device.  The size of this filamentary region is directly related to the amount of current flow.  The filament area will expand to be in equilibrium with the current density needed to maintain its temperature at a level where the filament’s conductivity can carry the current being provided.


Capacitance plays a critical role in filament formation because when the device switches, the energy released in the capacitive discharge is sufficient to heat a filament in the device.  Without this capacitance, the device will oscillate between high and low resistance states, but no substantial temperature rise will occur.  Until a filament of increased temperature is formed, the energy is uniformly dissipated throughout the device and no stable low resistance state will occur unless the entire device is heated significantly.  


After the conductive filament is formed, the critical field inside the filament is very low.  Outside the filament, the critical field is at its original value.  At the interface between these regions, there is a gradient of the critical field which intersects the actual field across the device.  At this intersection the material is unstable and the current through this region oscillates.  This accounts for the noise associated with these devices in the on state.  


When current through the device is reduced sufficiently, the current through this unstable region is of the same order of magnitude as the current through the filament. Higher capacitance devices are observed to turn off at higher currents than low capacitance devices.  This is because the capacitive energy can provide heating to unstable fluctuating current regions, allowing them to form their own filaments.  This reduces the current through existing filamentary regions and distributes the heat more uniformly throughout the device.  When uniformly heated, no region of the device can sustain a high enough current density to keep the critical field low, so the device turns off.   

Memory switching occurs after threshold switching if a sufficient temperature rise in the material induces a phase transition.  Once again, the capacitance of the external circuit plays a critical role in determining device behavior since the energy stored in this capacitor can be sufficient to melt the switching material.  The amplitude and duration of the electrical pulse determine what phase the material ultimately achieves.  If the pulse is of short duration and the circuit capacitance has sufficient energy to melt the sample, the device will cool too rapidly to allow crystal growth, so it will reset to the high impedance amorphous state.  If the pulse is sufficiently long and of sufficient magnitude to keep the device temperature above the glass transition temperature of the alloy, the material will slowly cool from the initial melting and the crystalline phase will form.  If, however, the pulse amplitude is sufficient to keep the switching material above the melting point, the material will stay melted for the duration of the pulse and will rapidly vitrify into the amorphous state when the pulse is removed. 

This behavior is in agreement with the thermophonic observations of Kotz and Shaw, who observed that material heating does not occur until after threshold switching has already occurred, that the material then rapidly heats to above the melting temperature and the pulse amplitude subsequently controls the cooling rate [Kotz 1983] [Kotz 1984].  In this work, they speculate that the reason for this behavior is that the threshold switching is predominantly electronic in nature and that the large capacitance of their external circuit provides sufficient heating to rapidly melt the switching material after a threshold switching event.  They further speculate that the electrical pulse following the initial threshold switching event affects the cooling rate of the material. This model shows that their speculations about the mechanism behind this behavior are justified.  The model further shows that if the capacitance of the external circuit were reduced to significantly below that of typical test instrumentation, as it certainly would be in a VLSI memory IC environment, the initial melting of the switch material can be eliminated, giving greater control over the setting characteristics of the memory device.

Based on this model, a number of improvements in device operation are suggested.  The contact’s electrical and thermal resistance play a critical role in the switch performance and must be tailored to yield a uniform temperature across the switch.  The capacitance of the device should be reduced sufficiently to avoid transient melting of the device center.  The speed of the crystallization dynamics of the switching alloy used should be matched to the thermal time constant of the device’s cooling.  The device should be thermally insulated from its surroundings to reduce the current needed to melt all the material in the switch.  Insulating the device slows the cooling of the device after the pulse is removed, reducing the speed of the memory.  This can be compensated for by reducing the device size, which will decrease the thermal time constant of the insulated device. 

The analysis of chapter 5 shows that memory devices with desirable properties can be obtained by optimizing the device structure.  These memory devices have immense commercial potential because they could replace EEPROM, DRAM, and SRAM with a simpler and less expensive memory.  The possible small size could also permit densities higher than any transistor-based memory can achieve.

Logic can be implemented with chalcogenide threshold switching devices, however existing devices have unacceptably long recovery times after switching. Because questions about the mechanism of the device recovery time have not been resolved, it is not clear whether two-terminal logic based on threshold switches will be a viable technology at any point in the future.  The model shows that device cooling is orders of magnitude faster than the recovery of the high impedance state after switching, so some electronic or structural effect is involved in the recovery time.  Further experiments to characterize recovery time in very small devices are needed to establish the potential performance of logic based on this technology.  Assuming recovery time can be reduced sufficiently, the high switching speed, high current density, and simple structure of the threshold switch are compelling arguments for considering this technology in future computer logic applications.  

Thermal expansion and stress on the materials undoubtedly occur during a switching event [Kotz 1983].  Much of the art involved in making good chalcogenide switching devices involves the selection of materials that work together without rapidly degrading from the thermal stresses involved.  Future modeling could easily include the expansion coefficients of the materials used, and could monitor mechanical stress within the device.  This data would be of use in improving the reliability of the switches and may further illuminate the reason why the choice of contact material is so important.


Cylindrical symmetry was assumed in the development of this model and Cylindrical coordinates were used.  It is reasonable to assume that asymmetries exist in the actual devices which may result in behavior that will not be predicted by this model [Popescu 1975] [Shaw 1992].  The residual crystallization at the periphery of the device is indicative of this.   


The model assumes that the switching material is uniform in composition.  Polar switching dependencies have recently led to the belief that phase segregation of the alloy is occurring in the switch.  The high current densities which were applied are certainly capable of inducing significant electromigration within the switching region.  Further development of this model should consider this phenomenon.  Structural and compositional measurements are being performed on these devices which may provide sufficient information to model the electromigration and phase segregation of the alloy during the switching process.

Appendix A)    Determination of Conductivity of a Multiphase Substance using a 3-Dimensional Percolation Model

When dissimilar phases of material have different conductivities, the aggregate conductivity relates to the connectivity of the respective phases in a complex fashion.  In order to accurately model a system undergoing a phase transition, the overall values of its properties must be known throughout the simulation.  In a given simulation, percolation effects cause a limited number of parameters to undergo property changes, so a practical method of understanding the property variation is to generate a table of values for each ratio of phases.  

The interconnection structure in an amorphous chalcogenide material is complex on a small scale and random on a larger scale.  An effort to model this interconnection between elements would make determining the overall conductivity of a material difficult or impossible.  It has been shown that the exact structure of the interconnection between sites in a 3-dimensional percolation does not appreciably affect the overall conductivity achieved [Scher 1970] [Zallen 1983].  Therefore, modeling of the percolation probability was simplified by using a cubic lattice interconnection between sites.  This simplification makes determining the conductivity of the structure easy and should not significantly affect the accuracy.


Percolation models that have been used to compute conductivity most commonly involve one phase of material with a fixed resistivity and another phase with either infinite or zero resistivity [Kirkpatrick 1973].  These extreme cases yield the most interesting results.  In most real cases, however, both phases will have finite values between zero and infinity.  In order to simulate a finite value percolation conductivity, the Monte-Carlo method was employed to establish the resistance for different volume fractions of each phase [Derrida 1984].  In this approach, a fixed ratio of the two resistivity values are randomly assigned to a 3-dimensional matrix of cubes.  A constant potential is applied

across the matrix and the field distribution in 3 dimensions is iteratively solved repeatedly until convergence is obtained.  With this field distribution, the current through the material is readily established and the overall resistance can be found.  


This procedure is performed repeatedly to establish an average resistivity for a given volume fraction of material.  Because the variation between Monte-Carlo simulations is found to be much greater near the percolation threshold, and is greater when the disparity between the two resistivities is highest, the procedure is repeated until a sufficient sample size for an accurate average resistance prediction is obtained.  In the most extreme cases, this can take on the order of 105 repetitions. 


An alternative approach to determining the volume fraction of crystallinity was to model the nucleation of crystallites and crystal growth separately.  In this case the nucleation is a probabilistic phenomenon.  In most cases similar results were obtained.  For cases where nucleation is less probable, for example when the material is completely amorphized,  a considerable variation in results occurs between identical simulations.  This is consistent with experimental measurements, where the probability of a pulse crystallizing the switch is related to the characteristics of the reset pulse.  It is observed that higher amplitude reset pulses cause the time needed to subsequently set the device to be less predictable.  It is believed that the high amplitude reset pulse amorphizes the material more thoroughly, making subsequent nucleation more difficult.
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